
USC Center for Artificial Intelligence in Society presents... 

Dr. Xiang Ren 

Learning Text Structures 
with Weak Supervision 

The real-world data, though massive, are hard for machines to resolve as 
they are largely unstructured and in the form of natural-language text. 
One of the grand challenges is to turn such massive corpora into machine
-actionable structures. Yet, most existing systems have heavy reliance on 
human effort in the process of structuring various corpora, slowing down 
the development of downstream applications. In this talk, Dr. Ren will 
introduce an effort-light framework that extracts structured facts from 
massive corpora without task-specific human labeling effort. He will 
briefly introduce several interesting learning frameworks for structure 
extraction, and will share some directions towards mining corpus-
specific structured networks for knowledge discovery. 
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