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There is growing interest in using machine learning (ML) to make decisions
in high-stakes domains, such as predicting a criminal’s risk of recidivism [2], de-
termining the best course of action for homeless individuals [3], to diagnose and
treat various illnesses [4], and many more. In these contexts, it is necessary for
such models to be both accurate (in order to minimize erroneous predictions that
negatively affect stakeholders) and interpetable (so that decisions are transparent
and hence accountable). Another crucial consideration in these high-impact sit-
uations is fairness; after all, an algorithm that affects people’s well-being should
be aware of the particular historical and/or social contexts that surround the
learning problem. With these needs in mind, we focus our attention to the prob-
lem of learning optimal and fair classification (decision) trees.

Our approach and main contributions are:

– We present a mixed-integer optimization (MIO) formulation to learn optimal
decision trees initially proposed in [1]. The original paper introduced the
formulation without an emphasis on fairness, but in this work we will be
using the formulation as a building block to which we add various fairness
constraints. From hereon, we will refer to this approach as FairOCT.

– We conduct a comprehensive evaluation of its performance on several popu-
lar datasets, incorporating five popular notions of fairness where applicable:
statistical parity, conditional statistical parity, predictive equality, equal op-
portunity, and equalized odds.

– We also compare our method to one of the most popular (heuristic-based)
algorithms for learning fair trees proposed in [5] (DADT) and show that
our optimal tree does, in fact, lead to significant performance improvements.
FairOCT also has more flexible modeling power; it can incorporate arbitrary
fairness constraints, solve for settings with more than two sensitive groups,
and produces results that allow decision-makers to finely tune the accuracy-
discrimination trade-off. In contrast, DADT only considers statistical parity
and can only solve for settings with two sensitive groups.

We now briefly discuss our experimental results. In Figure 1, for any given dis-
crimination level, FairOCT consistently has better in-sample and out-of-sample
accuracies. This is expected since FairOCT finds an optimal solution whereas
DADT relies on a heuristic. Given a fixed discrimination threshold, FairOCT im-
proves out-of-sample (OOS) accuracy by 2.3 percentage points on average and
obtains a higher OOS accuracy in 88.9% of the experiments.

One distinct advantage FairOCT has over DADT is the ability to fine-tune
the accuracy-discrimination tradeoff. While both methods were trained on the
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Fig. 1. Comparison of the accuracy and statistical disparity of FairOCT and DADT
for trees of depth d = 2 when the discrimination bounds (δ) are varied on three
datasets: Adult (left column), COMPAS (middle column), and German (right column)
– averaged over 5 random train-test splits.

same fairness bounds, FairOCT produced more distinct results, which gives one
more freedom to choose a policy that best suits their needs. This is because our
fairness requirement is ingrained within the optimization problem, so a slight
change in δ may change both the branching and labelling decisions.

To further showcase our approach’s modelling power, we conducted experi-
ments incorporating fairness notions other than statistical parity and included
more than two sensitive groups in the data – neither of which DADT can accom-
modate. Our full paper has been submitted to the journal Management Science.
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